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Definition of ML (I)

“The field of study that gives
computers the ability to learn
without being explicitly program-
med”

Arthur Samuel, 1959

“A computer program is said to
learn from experience E with
respect to some task T and some
performance measure P, if its
performance on T, as measured by
P, improves with experience E”

Tom Mitchell, 1997



A general definition

• Dataset: A set of N data points, containing input X
and output Y

• X: Comprised of M input attributes (or features, or
independent variables) for each datum

• Y: One labeled output (classification: discrete,
regression: continuous)

• The ML problem: Find a mapping function f that
predicts Y given X

X

Y



Examples of ML

• Image processing
• Given a set of images, identify the ones containing dogs

• Given a photo of book’s page, identify the text

• Text processing
• Given a tweet, identify if the user is happy or sad

• Given an e-mail, identify if the mail is spam

• Data mining
• Given a credit card transaction, identify if it is fraudulent

• Given a soil spectral curve, identify the soil’s OM %



Supervised ML
ML learns from labeled data – a supervisor labels each datum

Image Does it have a dog?

Yes

No

Yes



Unsupervised ML

ML learns from unlabeled data

Two dimensional data without output label can 
be clustered into similar groups



Classification

• Each datum is labeled using a discrete categorical 
value

• Examples:
• If an image contains a dog or not (“Yes” or “No”)

• If a tweet is positive or negative (“Positive” or “Negative”)

• Class of a soil sample (“Vertisol”, “Inceptisol”, “Entisol”, … )

Eggs Legs Tail Predator Animal

No 4 Yes Yes Bear

Yes 2 Yes No Flamingo

Yes 2 Yes Yes Hawk



Regression

• The label of each datum is a continuous value

• Examples:
• OM of a soil sample using its spectrum

• Yield of a produce

• Salary of an employee

Position Experience Skill Salary

Marketing 7 years 1.5 27,000

Developer 3 years 2.0 25,000

Manager 10 years 2.1 35,000



Linear regression

X = input feature
Y = real output

 𝑌 = 𝜆𝑋 + 𝑏

The ML algorithm must 
find λ and b, such that:

𝑆𝑆𝐸 =  

𝑖

𝑌 −  𝑌
2

is minimized



ML models for regression

• Statistical regression
• Linear regression

• Ordinary least squares regression (OLSR)

• Multivariate adaptive regression splines (MARS)

• Regression + regularization (LASSO, Ridge, Elastic net)

• Instance based algorithms

• Decision Trees

• Support Vector Regression

• Artificial Neural Networks

• … and many more …
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Performance measures
for regression (I)

• SSE =  𝑖 𝑌 −  𝑌
2

[sum of squared errors]

• MSE =
SSE

𝑁
[mean squared error]

• RMSE = MSE [root mean squared error]

• 𝑅2 = 1 −
MSE

𝑉𝐴𝑅𝐼𝐴𝑁𝐶𝐸(𝑌)
[coefficient of determination]

• It is important to always test the model using unseen,
independent data! The performance measures between the
data used for training (“training data”) and the data used for
testing (“testing data”) might be different!



Performance measures
for regression (II)



Overfitting

• When a ML models learns from data, it is
possible to over adjust its parameters to
increase the performance on the training set
slightly. However, when we test the model on
the new (unseen) data, the performance of
the model might be poorer than expected.

• We need to ensure that the model is not only
accurate in the training data, but also
predictive!



Validating the model

1. Divide the available data into training, validation and test sets

2. Select architecture and/or training parameters

3. Train the model using the training set

4. Evaluate the model using the validation set

5. Repeat steps 2 through 4 using different architectures and/or
training parameters

6. Select the best model and train it using data from both training and
validation set

7. Assess this final model using the test set

For cross-validation, repeat steps 3 and 4 for each of the k folds



Splitting the dataset

• To split the dataset into
training, validation and test
sets, you can use different
procedures:
• Randomly split the data

• Stratify the data

• Pre-cluster the data

• Use a sample selection
algorithm (e.g. the Kennard-
Stone algorithm)

• Use cross-validation
k-cross-validation with k = 4
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Operating on Big Data

• Big Data: High in Volume, Variety, Variability and 
Veracity

• The larger the dataset, the higher the training time 
and (potentially) the more complex the model

• Example: The GEO-CRADLE SSL

• The curse of dimensionality
• The problem: When a dataset is comprised of data with 

hundreds of features, the data become sparse and appear 
to be dissimilar in many ways, which might hinder the 
performance of some ML methods.

• The solution: Use a dimensionality reduction technique, 
which performs feature extraction, or feature selection



Principal Components



Feature Selection

Feature selection attempts to find the best subset of initial
features, which correlate the most with the output variable.
Common algorithms are the mRMR (minimum redundancy
maximum relevance) algorithm, the CFS (correlation feature
selection) algorithm, and metaheuristics methods (filter or
wrapper methods).



Questions?


